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The model for dislocations evolution under irradiation conditions in UO2 is developed and implemented
in the MFPR code. Being combined with the MFPR set of microscopic equations for the evolution of point
defects and their interactions with gas bubbles, a self-consistent consideration of the whole system of
point and extended defects in irradiated fuel, including point defects (vacancies, interstitials and gas
atoms), as well as extended defects (bubbles, dislocations, vacancy loops and pores), is attained. The
MFPR code with the new defect evolution model is successfully validated against steady-irradiation
experiments, in which the dislocation density and the bubble concentration and mean size were directly
measured as functions of burn-up at �1000 K. Being applied to higher temperatures, the code allows
mechanistic interpretation of the temperature threshold for the fuel restructuring observed in the rim-
zone of high burn-up UO2 fuel.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

One of the main deficiencies of existing fuel performance codes
is connected with an oversimplified consideration of microscopic
defects in the UO2 crystal structure, which can strongly influence
fission products transport out of grains and release from fuel pel-
lets. Hence, the basic postulation of these codes is based on consid-
eration of equilibrium state of intra-granular gas bubbles formed
from the solid solution of gas atoms in the UO2 matrix under irra-
diation conditions. Such an approach radically simplifies the the-
ory, since in this case the defect structure of the crystal
(including point defects, such as vacancies and interstitials, and ex-
tended defects, such as dislocations) is practically excluded from
consideration. In particular, this consideration is well grounded
only in the initial stage of steady-state irradiation, when the den-
sity of generated dislocations is relatively low. At high burn-ups
the dislocation density significantly increases [1] and influences
the intra-granular bubbles evolution. Namely, considerable sup-
pression of the intra-granular bubble generation leading to a stabi-
lisation of their concentration in the late stage of irradiation
accompanied by a noticeable increase in the mean bubble size,
was observed in high burn-up UO2 fuel [2], in remarkable contra-
diction with standard code’s predictions.

Furthermore, under transient and/or annealing conditions the
approximation of equilibrium bubbles is no longer valid, and inter-
actions of bubbles with point defects and dislocations become
essential. Lacking a mechanistic description of real defects (vacan-
ll rights reserved.

: +7 495 958 0040.
).
cies, interstitials and dislocations) and their interactions with bub-
bles, various artificial mechanisms were introduced into the codes,
in order to simulate more complicated regimes. These artificial
mechanisms require ‘effective’ parameters, which introduce strong
uncertainties in code predictions and, as a result, the advantage of
the mechanistic approach is essentially lost. Trying to avoid any
artificial tuning and introduction of artificial mechanisms were
important reasons for the development of the code MFPR (Module
for Fission Products Release) [3,4].

In the present model, dislocations are generated under irradia-
tion in the form of di-interstitials and continuously grow by
absorption/evaporation of point defects in two types, dislocation
loops and dislocation network, as observed in [5,6] (see below).
In order to simplify the system of equations in MFPR, the mean-
field approximation for the loop evolution (characterised by the
mean radius growth) and transformation into dislocation network,
is applied in the current approach.

According to experimental observations, the generation of dis-
location loops occurs mainly during the initial period of irradiation,
concurrently with the fuel densification process, and therefore,
may be significantly influenced by the kinetics of pore sintering.
Consequently, in the MFPR code both processes of dislocation loops
generation and pore shrinkage are considered simultaneously and
self-consistently with point defect and gas bubble evolution.

After implementation of the new model in the MFPR code, addi-
tional parameters characterising the crystal defect structure natu-
rally arise. However, being physically grounded, these new
microscopic parameters can be fixed from the analysis of available
experimental data, and then used without any artificial tuning in
further calculations (in contrast to the above-mentioned ‘effective’
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parameters). Results of the defect model validation against the
tests [1,2] (in which variation of the dislocation density and in-
tra-granular bubbles concentration and size were directly mea-
sured with burn-up), are presented.

The new model with the microscopic parameters fitted during
validation, is further applied to analyse high burn-up fuel over a
wide temperature range; this allows mechanistic interpretation
of the temperature threshold for fuel restructuring and rim-zone
formation, recently observed in the high burn-up UO2 fuel [7].

2. Evolution of point defects (vacancies and interstitials)

Evolution of the vacancy and interstitial distribution under irra-
diation is described in MFPR via the mean field approximation [8]
in terms of the dimensionless concentrations, cv and ci (the number
of vacancies and interstitials per uranium atom), by the following
equations:

_cv ¼ �ðk2
v þ k2

v;g;bÞDvcv � aDicicv þ ð1� nÞK þ Ke þ Kb þ Kp; ð1Þ

_ci ¼ �ðk2
i þ k2

i;g;bÞDici � aDicici þ K � Kd; ð2Þ

where Dv and Di are the vacancy and interstitial diffusion coeffi-
cients, respectively; a ¼ 4prc=X is the recombination constant; k2

v

and k2
i are the total sink strengths of vacancies and interstitials into

extended defects (gas bubbles, pores, vacancy and interstitial loops
and dislocations), respectively; k2

v;g;b and k2
i;g;b are the grain boundary

sink strengths for vacancies and interstitials, respectively; K is the
Frenkel pair production rate (d.p.a. s�1), which can be estimated
(for PWR normal operation conditions) by K ¼ FzsX; where F is the
fission rate and the parameter zs = (1–5) � 105 characterises the
damage formation in the fission track volume [9]; nK is the rate at
which vacancies are removed from solution to form vacancy loops,
n is the adjustable parameter, 0 < n << 1 [10,11]; Ke is the rate at
which thermal vacancies are produced; Kp is the rate of irradiation
re-solution (knockout) of vacancies from pores; Kb is the rate of
the irradiation induced re-solution of vacancies from gas bubbles;
Kd is the rate of the interstitial absorption due to the interstitial loop
generation.

The grain boundary sink strength for vacancies and interstitials
are evaluated from the relationship [8]:

k2
g;bði; vÞ ¼

ki;vRg cothðki;vRgÞ � 1

R2
g

1
3þ 1

k2
i;vR2

g
� cothðki;vRgÞ

ki;vRg

� � : ð3Þ

In accordance with [8,10,11], the total sink strength due to vacan-
cies and interstitials, k2

v;i, is determined from:

k2
i;v ¼ 4pRbCb þ 4pRpCp þ Zi;vðqd þ 2pRlCl þ 2pRvlCvlÞ: ð4Þ

The rate of the vacancy thermal production has the form:

Ke ¼ Dv 4pRbCbcðbsÞ
v þ 4pRpCpcðpsÞ

v þ Zvðqd þ 2pRlCl
�

þ 2pRvlCvlÞcðeqÞ
v

�
; ð5Þ

where cðeqÞ
v is the thermal equilibrium vacancy concentration; cðbsÞ

v

and cðpsÞ
v are the boundary concentrations of vacancies near the bub-

ble and pore surfaces, respectively; qd is the dislocation network
density; Cb and Rb are the gas bubbles concentration and mean bub-
ble radius; Cp and Rp are the pore concentration and mean radius,
respectively; Cvl and Rvl are the vacancy clusters (loops) concentra-
tion and mean radius; Cl and Rl are the interstitial loops concentra-
tion and mean radius.The vacancy production rate from pores due
to knockout by fission fragments passing through pores, described
in [12], has the form:

Kp ¼ 4pR2
pCp2XFkg; ð6Þ
where the number of vacancies knocked out of a pore per collision,
g = 100, and the length of the fission fragment path, k = 10�6 m, in
accordance with estimations given in [11].

The vacancy production rate from bubbles due to knockout by
fission fragments passing through bubbles, which was introduced
in [13] as the thermal annealing of bubbles (to equilibrium vol-
ume) in the molten zone of fission tracks, can be represented in
the form:

Kb ¼ 4pRbCb Dv cv � cðeqÞ
v

� �
� Dici

� �
� dðCbVbÞ

dt
; ð7Þ

i.e. as a difference between the rate balance of point defects sinking
into bubbles and the real rate of bubble volume growth. In this case,
the bubbles are considered as equilibrium (owing to their thermal
annealing in fission tracks) and their growth is determined by
absorption of gas atoms (as the rate controlling step). In accordance
with the ‘thermal spike’ model [14], molten zones appear in the fis-
sion tracks during some time interval s* � 10�11 s, which is long en-
ough for relaxation of small nanometre bubbles to the equilibrium
(‘capillary’) state in the melt, as explained in [13].The rate of inter-
stitial absorption due to interstitial loop generation in the mean
field approximation for loops (see below Eq. (23)) is equal to

Kd ¼ pR2
l b

dCl

dt
; ð8Þ

where b is the Burgers vector length.
The dislocation sink strength for interstitials is larger than that

for vacancies due to the higher elastic interaction between disloca-
tions and interstitials [8]

Zi ¼ Zvð1þ 2eÞ0 < 2e� 1: ð9Þ

The thermal equilibrium vacancy concentration, cðeqÞ
v , and intersti-

tial concentration, cðeqÞ
i , are approximated by the Arrhenius

correlation:

cðeqÞ
v;i ¼ exp �EðeqÞ

v;i =kT
� 	

; ð10Þ

with the activation energies EðeqÞ
v = 2.2 eV and EðeqÞ

i � 6:0 eV [15].
The interstitial diffusivity may be given either by the

expression:

Di ¼
2
3

x2
i a2vi exp �EðmÞi =kT

� 	
; ð11Þ

where ti = 5 � 1012 s�1 is the jump frequency, EðmÞi ¼ 0:6 eV is the
migration activation energy, x2

i ¼ 102 � 1 is deviation from stoichio-
metry factor as justified in [16]; or

Di ¼
a
2

� 	2
vi expð�28000=RTÞ; ð12Þ

where ti = 1013 s�1 is the interstitial jump frequency,
a = 5.5�10�10 m is the lattice parameter and R = 8.314 J mol�1 K�1

[17].
The uranium self-diffusion coefficient DU at low temperatures

(below �1000 �C), under steady irradiation conditions, is com-
pletely athermal and depends only on the fission rate F [17]. At
higher temperatures, DU slowly increases with temperature up to
its thermal value (attained at �1500 �C). So the uranium self-diffu-
sion coefficient may be evaluated as the sum of two (athermal and
thermal) terms:

DU ¼ AF þ Dð0ÞU exp � EU

kT


 �
; ð13Þ

with A � 1.2 � 10�39 m5, Dð0ÞU ¼ 2� 10�4 m2=s and EU=k ¼ 64;200 K
[17].

The athermal diffusivity can be reasonably evaluated within
the so-called ‘thermal rods’ mechanism [18], which describes
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enhanced migration of U atoms in the molten zones of fission
tracks during the short period of the thermal spike. Within this
mechanism one should also take into consideration that existing
point defects recombine in the molten zones of the fission tracks,
thus, in the recrystallised material all interstitials will be annealed
(since ci � cv), whereas vacancies will be spatially redistributed
(owing to U atoms transport in the melt). Therefore, enhanced
migration of U atoms in molten tracks leads to enhancement of
the effective vacancy diffusivity (and does not influence the inter-
stitial diffusivity).

Furthermore, the uranium self-diffusion coefficient DU can be
generally represented as superposition of the vacancy and intersti-
tial migration mechanisms:

DU � Dvcv þ Dici; ð14Þ

which become comparable under steady state low temperature
irradiation conditions, as follows from Eqs. (1) and (2) (see, e.g.,
[13]):

Dici � Dvcvðk2
v=k2

i Þ � Dvcv; ð15Þ

and, thus,

DU � 2Dvcv � 2Dici: ð16Þ

Therefore, the effective vacancy diffusivity Dv can be calculated
from Eqs. (13) and (16) using steady-state solution of Eqs. (1) and
(2) for cv and ci with Di defined in Eq. (11) or Eq. (12).

At high temperatures (T P 1500 �C) the thermal effects domi-
nate over irradiation effects and the steady state vacancy concen-
tration is determined by its thermal equilibrium value, cv � cðeqÞ

v ,
so that

DU � Dvcv � Dici; ð17Þ

instead of Eq. (16) (see, e.g., [13]).
3. Evolution of extended defects (bubbles, pores and
dislocations)

The boundary concentrations of vacancies near the bubble and
pore surfaces are given by

cðbsÞ
v ¼ cðeqÞ

v exp �XdPb=kTð Þ; cðpsÞ
v ¼ cðeqÞ

v exp �XdPp=kT
� �

: ð18Þ

The difference between the actual and equilibrium bubble (pore)
gas pressures, dPb;p, is defined as

dPj ¼ Pj � Ph �
2c
Rj
; Pj ¼

NjkT
ðVj � BXeNjÞ

; j ¼ b;p; ð19Þ

where Ph is the external hydrostatic pressure, c is the effective sur-
face tension for UO2, Pb,p is the gas pressure in a bubble or pore,
given by the Van-der-Waals equation, Nb,p is the number of gas
atoms in a bubble or pore, Vb;p ¼ xb;pX is the bubble or pore volume,
comprising of xb;p U vacancies with the volume X � 4.1 � 10�29 m3,
and BXe � 8.5 � 10�29 m3 is the Van-der-Waals constant for xenon
(BXe � 2X).

In the case of steady state irradiation conditions, the bubble vol-
ume Vb can be calculated using the equilibrium equation, dPb ¼ 0,
and the corresponding boundary condition, Eq. (18), takes the form
cðbsÞ

v ¼ cðeqÞ
v .

Following [13] it is assumed that the nucleation factor Fn enter-
ing transport equations for the intra-granular gas-bubble system
and determining the probability that two gas atoms in UO2 that
have come together actually stick and form a bubble, is propor-
tional to the probability that a vacancy is located in a certain posi-
tion (collision of two atoms), and therefore is equal to the vacancy
concentration cv.
Indeed, this can be demonstrated if one formally extends the
Van-der-Waals state equation, Eq. (19), to small bubbles formed
by N = 2 gas atoms and x vacancies. According to simulations
[19,20], gas atoms in UO2 diffuse in clusters with U (and O) vacan-
cies. In this case, at least one additional U vacancy is necessary to
form, after collision of two atoms, a stable bubble obeying a restric-
tion x > 2N of the above-presented Van-der-Waals equation, repre-
sented in the form: NkT = Pb(xX � BXeN) � PbX(x � 2N). This
important conclusion, based on the formal extension of the Van-
der-Waals state equation to the bubble nucleus, can be apparently
confirmed with atomistic computer calculations.

The probability that a vacancy is located in a certain position (of
a two atoms collision) is equal to the vacancy bulk concentration
cv. Therefore, the nucleation factor is calculated in a self-consis-
tence manner as

Fn ¼ cv: ð20Þ

Following [11], the main equation for the evolution of pores has the
form:

dVp

dt
¼ 4pRpðDvðcv � cðpsÞ

v Þ � DiciÞ � 4pR2
p2XFkg; ð21Þ

with parameters k and g defined in Eq. (6).
The vacancy cluster (loop) concentration is found from the

equation [10,11]:

d
dt

Cvl ¼ �
2pRvl

Xvl
ZiDici � ZvDvðcv � cðeqÞ

v Þ
� �

Cvl þ
nK
Xvl

; ð22Þ

where the vacancy cluster mean volume is Xvl 	 pR2
vlB.

The nucleation rate of (interstitial type) dislocation loops is
determined by formation (and following growth) of di-interstitial
clusters (see, for example, [21]). Therefore, in the mean field
approximation the dislocation loop concentration is calculated as

dCl

dt
¼ alDic2

i

X
; ð23Þ

where al is the dislocation loop nucleation constant, Dial ¼
4priiðDi þ DiÞ=X ¼ 8priiDi=X. Under an assumption rii � riv 	 rc,
one can estimate al � 2a, where a ¼ 4privðDi þ DvÞ= XDi � 4priv=

X is the vacancy–interstitial recombination constant (see Eqs. (1)
and (2)). Ionic charge effects (discussed, for example, in [16]) can
violate the assumption rii � riv and therefore, change the values of
the constants al and a. It is usually assumed [22] that dislocation
loops are generated during the initial stage of irradiation until:

Dici � Dvðcv � cðeqÞ
v Þ > 0: ð24Þ

This stipulation can be simply justified if one notices that a disloca-
tion bias for interstitials (due to elastic interactions of dislocations
with point defects) takes place for finite loops, but not for small
di-interstitial clusters. This implies that when, after some initial
period of irradiation, Dici � Dvðcv � cðeqÞ

v Þ becomes non-positive,
the small clusters will not be stable and thus will disappear,
whereas loops already formed may proceed to grow owing to a
non-zero bias factor e, in accordance with results presented below,
i.e. Eq. (25).

This conclusion is also in fair agreement with direct observa-
tions [5,6]. In these tests the UO2 specimens were irradiated in a
neutron flux of 1.4 � 1018 slow neutrons �m�2, which induced a fis-
sion rate of 1.2 � 1020 m�3 s�1 in the specimens. At low doses, dis-
location loops, formed from platelets of interstitial atoms, were
produced. These became resolvable in the electron microscope as
2.5 nm diameter black spots at a dose of 4 � 1021 m�3, and grew
in area proportional to the total dose. After a dose of 1024 m�3,
these dislocation loops had grown sufficiently to coalesce with
neighbouring loops to form a dislocation network. With further
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increase in dose to 2.2 � 1025 m�3, the network coarsened with a
dislocation density of 2 � 1013 m�2.

The mean dislocation loop radius growth rate obeys the follow-
ing equations [22]:

dRl
dt ¼ 2p

b ln 8RlR
�1
dð Þ ð1þ 2eÞDici � Dvðcv � c
vÞ
� �

; if Rl < Rs ¼ 3
4pCl

� 	1
3
;

dRl
dt ¼ 2p

b ln pqdR2
dð Þ�1=2 ð1þ 2eÞDici � Dvðcv � c
vÞ

� �
; if Rl � Rs:

8>><
>>:

ð25Þ

where Rs characterises the mean distance between dislocations, Rd

is the dislocation core radius estimated as Rd ffi 3b, b is the Burgers
vector length, c
v ¼ cðeqÞ

v expð�ðcf þ ElÞX=bkTÞ is the boundary va-
cancy concentration at a dislocation loop, cf denotes the stacking
fault energy, X is the atomic volume, El is the dislocation loop elas-
tic energy, which is determined from

El ¼
EUO2

b

2ð1�m2
UO2
Þ4p

1

1þRl
b

� � ln 1þ Rl
b

� 	
; if Rl < Rs ¼ 3

4pCl

� 	1
3
;

El ¼ 0; if Rl � Rs;

8><
>: ð26Þ

where at Rl � Rs the dislocation loops are approximated as straight
dislocations (see Eq. (28) below), e.g. Rl !1.

The Poisson’s ratio and Young’s modulus of UO2 in Eq. (26) can
be determined using the data from [23]:

EUO2 ¼ 2:334 � 1011ð1� 1:0915 � 10�4TÞ expð�bxÞ;
mUO2 ¼ 0:316;

where T is the fuel temperature; x is the magnitude of deviation
from stoichiometry in UO2±x fuel; b is 1.34 for hyperstoichiometric
fuel or 1.75 for hypostoichiometric fuel [23].

However, in experimental observations [1,5] only perfect dislo-
cations with Burgers vector ~b ¼ 1

2 ½110
 (i.e. without dissociation
into partial dislocations and formation of stacking faults, typical
for the fcc-lattice metals) were evidenced. For this reason, only
perfect dislocations without stacking faults will be considered in
further calculations:

c
v ¼ cðeqÞ
v exp � ElX

BkT


 �
: ð27Þ

The dislocation sink strength for vacancies is evaluated in [22] as

Zv ¼

2p 1
lnðpqdR2

dÞ
�1=2 þ 2pRlCl

qd lnð8RlR
�1
d Þ

� �
; qdðtÞ ¼ qdð0Þ;

if Rl < Rs ¼ 3
4pCl

� 	1
3
;

2p 1
lnðpqdR2

dÞ
�1=2 ; qdðtÞ ¼ qdð0Þ þ 2pRlCl; if Rl � Rs;

8>>>>><
>>>>>:

ð28Þ

where qdð0Þ is the initial network dislocation density. In this ap-
proach it is assumed that when dislocation loops are large com-
pared to the sphere of influence, i.e. Rl � Rs, the dislocation loops
may be best approximated as straight dislocations of length equal
to their circumferences by using the relationship that the corre-
sponding dislocation line density is 2pRlCl. In this approximation
the growth rates of dislocation loops are given by Eq. (25) corre-
sponding to the case Rl P Rs.

The model based on the system of Eqs. (1)–(17) and Eqs. (18)–
(28) was implemented in the MFPR code.

3.1. Applicability range of the dislocation model

In order to determine an applicability range of the dislocation
model presented above, results of the test [24] are qualitatively
analysed. In this experiment the transient-tested samples came
from pellets of the base-irradiated fuel performed under steady-
state base irradiation at a maximum linear power of 260 W/cm
to an average burn-up of 4.5%, which had been further subjected
in a reactor to power increases up to a maximum of 420 W/cm
with hold times up to 60 h. The temperature rise after the transient
at the fuel periphery was small and the microstructure remained
essentially similar to that of the base-irradiated fuel, with similar
dislocation densities. The effect of the transient test was to in-
crease the fuel centre temperature by approximately 300 K from
a steady-state centerline temperature, causing significant changes
to the fuel centre microstructure.

Indeed, in the base-irradiated fuel the average dislocation den-
sity was �2.2 � 1014 m�2, which was effectively constant with ra-
dius (in a qualitative agreement with MFPR calculations presented
in Section 5). According to the evaluation of [24], the temperature
varied in the radial direction from 0.25Tm � 780 K at the pellet
periphery to 0.45Tm � 1400 K in the pellet centre. The dislocations
lines were heavily jogged and the structure was typical of climb-
induced growth in the high point defect flux. There was no evi-
dence for plastic deformation having occurred during steady state
irradiation. As a result of the temperature rise at the fuel centre,
the overall dislocation density became significantly lower, with
an average value of 6 � 1013 m�2, and there was evidence that
some plastic deformation had occurred.

These observations clearly show that some additional mecha-
nism (unaccounted in the current model) leading to the dislocation
density reduction operates at high temperatures (e.g. mutual anni-
hilation of dislocations, release from grains due to sliding under
thermal stresses, etc.) Observations of plastic deformations at
these temperatures give evidence that the dislocation density
reduction mechanism might be associated with dislocation sliding
under significant thermal stresses arising in fuel pellets with a high
radial temperature gradient.

Naturally, such a dislocation sliding mechanism (with some
activation energy at the initial static recovery, which is the energy
for dislocation annihilation by glide or cross-slip) does not operate
in the peripheral pellet zone where temperature is low and the dis-
locations are locked and move with difficulty, so that the material
will then be brittle. At higher temperatures thermal fluctuations
should be sufficient to release the dislocations under the stresses
so that the material will be ductile. As demonstrated in [25], the
ductile behaviour of (fresh) UO2 fuel prevails at high temperatures
(above �1200 �C). Therefore, the current dislocation model cannot
be applied with confidence to the high-temperature temperature
range P1500 K.
4. Model validation

4.1. Experimental data

The new dislocation model implemented in the MFPR code was
validated against the experimental data of [1,2]. In these experi-
ments the detailed characteristics of intra-granular bubbles and
dislocations in UO2 fuel pellets in a wide range of burn-ups 6–
83 GWd/t under steady irradiation conditions were examined.
The maximum irradiation temperatures of the specimens were
roughly estimated as 650–750 �C within the accuracy limits ±50 �C.

The measured average bubble diameter increased approxi-
mately from a value of 2 nm at a burn-up of �20 GWd/t to
�6 nm at burn-ups higher than 80 GWd/t. The bubbles concentra-
tion increased up to 1024 m�3 at a burn-up of 20 GWd/t, and then
slowly decreased within one order of magnitude (approximately
�1023 m�3) at burn-ups greater than 80 GWd/t.

It should be noted that using a constant (default) value for the
bubble nucleation factor, Fn = const. (applied, e.g., in [26,27]), the
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MFPR code predicts a strong monotonic growth in the bubble con-
centration under steady irradiation conditions, Fig. 1, in contradic-
tion with observations of [1,2]. Coupling of the nucleation factor
with the vacancy concentration, Eq. (20), allows a more adequate
consideration of the irradiation effects on intra-granular bubble
evolution in high-burn-up fuel. Indeed, a typical behaviour of the
vacancy concentration under steady irradiation conditions calcu-
lated by the MFPR code with the implemented defect model is
rather non-monotonic as shown in Fig. 2. A strong decrease in
the vacancy concentration in late stages of irradiation results in
the suppression of the nucleation factor, Eq. (20), and eventually
in a pronounced reduction of the bubble concentration, as demon-
strated in the following Section 4.2.

4.2. Calculation results

Calculations with the MFPR code were performed for UO2 fuel
with an initial grain diameter 9 nm, porosity 5 % and mean pore ra-
dius Rp = 1 lm under irradiation at a temperature of 1073 K with
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Fig. 2. Calculated vacancy concentration as a function of burn-up under irradiation
temperature 1073 K and fission rate 1019 m�3 s�1.
the fission rate F = 1019 m�3 s�1 and burn-up of 100 GWd/t. The
initial dislocation density and mean vacancy loop radius were cho-
sen as q0 = 1010 m�2 and Rvl = 1 nm, respectively.

The re-solution constant b0 of gas atoms from bubbles was var-
ied in calculations from 2 � 10�23 m3 to 0.5 � 10�23 m3 following
quantitative evaluation of this parameter in [13]. The parameter
of the vacancy cluster formation n was varied from 10�8 to 10�2;
the damage formation in fission tracks factor, zs, was varied from
1 � 105 to 4 � 105; the vacancy–interstitial recombination radius
rc was varied in the range from 0.5 nm to 5 nm (well corresponding
to estimations of [9]). The interstitial bias factor corresponded to
the MFPR base set value 2e = 3%.

The best fit to the experimental data was attained at n � 10�3,
b0 � 0.5 � 10�23 m3, rc � 1 nm and zs � 2 � 105. The final calcula-
tion results with the fixed set of parameters and the new option
for the bubble nucleation factor, Fn = cv, are presented in Fig. 3.

Results from validation of the defect model against steady-irra-
diation experiments show that the main microscopic parameters
can essentially differ from the corresponding values typical for
metals, despite the basic physical mechanisms of the defect struc-
ture evolution being similar in the different materials. Therefore, a
similar formalism of the defect model (either for point defects
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Fig. 3. Calculated dislocations density, intra-granular bubbles concentration and
mean bubble radius as a function of burn-up with the new option for the bubble
nucleation factor, Fn = cv, in comparison with experimental data [1,2].
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[8,10], or for dislocations [21,22]), originally developed for irradi-
ated metals, with a new set of microscopic parameters allows a
mechanistic description of the defect system evolution in the cera-
mic material. In particular, basing on the above–presented calcula-
tion results for the dislocation density evolution, the model can be
applied (without additional tuning of the microscopic parameters)
to high temperatures to provide a mechanistic interpretation of the
threshold temperature for the fuel restructuring observed in the
rim-zone of high burn-up UO2 fuel, as demonstrated in the follow-
ing Section.

5. Model predictions for fuel restructuring at high burn-ups

As observed in [1] at �1000 K, tangled dislocation networks
with low-angle grain boundaries were formed by the accumulation
of dislocations in 44 GWd/t fuel, when the dislocation density at-
tained �6 � 1014 m�2. For the higher burn-up fuel of 83 GWd/t,
dislocations further accumulated and ultimately evolved into
sub-divided grains with high-angle boundaries. Similar small sub-
grains were observed with high resolution transmission micros-
copy (HRTEM) in UO2 fuel irradiated with high energy Xe
(0.5 MeV), which showed that even in material through which
most of Xe-ions have passed without being stopped, subgrain
boundaries could form due to the pile up of high density of edge
dislocations [28].

The sub-divided grains with high-angle boundaries were postu-
lated in [1] (also in [29]) as the nucleus for the recrystallization of
fuel in the rim zone of high burn-up UO2. This result correlates well
with other observations of the burn-up threshold for fuel restruc-
turing between 55 and 82 GWd/t [7].

In accordance with the general theory of cell structure forma-
tion [30], dislocation structures tend to develop with increasing
dislocation density to form dislocation clusters in which neigh-
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Fig. 4. Dislocations density as a function of burn-up, calculated in steady state
irradiation conditions at different temperatures (base set of the model parameters).
bouring dislocations mutually screen their stress field (accepted
also in [16]). The cell structure terminates the structural evolution,
when the dislocation density attains a certain ultimate value. One
can expect that the dependence of this ultimate value on temper-
ature would be rather weak, owing to its physical nature (i.e. stress
screening).

From analysis of the above presented test observations [1], the
transition from low-angle to large-angle cells occurs in the range of
dislocation density from �6 � 1014 to � 1015 m�2, Fig. 3, which is
correspondingly assumed as the ultimate interval (independent
on temperature, as explained above) for further calculations. Appli-
cation of this ultimate criterion to higher temperatures is pre-
sented in Fig. 4 (dashed zone in the dislocation density range
from 6 � 1014 to 1015 m�2), where the dislocation density evolu-
tion with burn-up was calculated by the MFPR dislocation model
with microscopic parameters fixed from the analysis of the test
[1] in the previous Section 3.2.

At temperatures above 1500 K calculations were not attempted,
since this temperature interval is beyond the applicability range of
the current dislocation model (see Section 3.1).

From these calculations it is seen that the dislocation density
being rather insensitive to temperature at T 6 1300 K (in a qualita-
tive agreement with observations of [24] presented in Section 3.1),
decreases steeply in the temperature interval from 1300 to 1400 K.
The calculated dislocation density drop seems somewhat overesti-
mated (e.g., the dislocation density in the non-restructured central
zone of UO2 pellet with a high burn-up of 74 GWd/t was evaluated
with TEM [31] as �2.5 � 1014 m�2), however, correctly demon-
strates the qualitative tendency, and can be smoothed down by
further refinement of the model parameters on the base of a more
systematic data set for the dependence of dislocation density on
temperature (currently unavailable). Example of calculations with
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parameters).
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a somewhat modified set of model parameters (also suitable for
correct description of the test [1]) is presented in Fig. 5.

Therefore, the calculations show that the ultimate limit for dis-
location density is not attained at high temperatures even at very
high burn-ups. This model prediction provides a reasonable inter-
pretation of the temperature threshold 1300–1400 K above which
no restructuring occurs, at least up to 100 GWd/t, detected in re-
cent observations [7].

Nevertheless, this does not exclude other mechanisms of grain
subdivision and fuel restructuring in the rim zone considered in
the literature (e.g., interplay with fission gas bubbles and fission
product precipitates as well as the effect of soluble fission products
in the UO2 matrix, etc. [32]), which should be considered simulta-
neously and self-consistently with the dislocation mechanism.
6. Conclusions

The model for dislocations generation and evolution under irra-
diation conditions was developed and implemented in the MFPR
code. Being combined with the MFPR set of microscopic equations
for the evolution of point defects and their interactions with gas
bubbles, a self-consistent consideration of the whole system of
point and extended defects in irradiated fuel, including point de-
fects (vacancies, interstitials and gas atoms), as well as extended
defects (bubbles, dislocations, vacancy loops and pores), was
attained.

The MFPR code with the new defect evolution model was vali-
dated against steady irradiation experiments, in which the disloca-
tion density and the bubble concentration and mean size were
directly measured as functions of burn-up. MFPR allows a satisfac-
tory prediction of the considerable suppression of the intra-granu-
lar bubble concentration growth accompanied by a noticeable
increase of the mean bubble size in the late stage of irradiation, ob-
served in the recent tests with high burn-up UO2 fuel [2]. Results
for the dislocation density evolution obtained in these calculations
are also in a reasonable agreement with the high burn-up fuel
measurements [1].

Sensitivity study of the new code version against the MFPR ba-
sic and new microscopic parameters allows refinement of these
parameters. Being physically grounded, these parameters were
fixed to attain the best fit to the experimental data [1,2], and then
used without any artificial tuning in further calculations. For in-
stance, the MFPR model predicts a noticeable decrease of the dislo-
cation density at high temperatures above 1300–1400 K which can
be associated with the temperature threshold for fuel restructuring
observed in the rim-zone of high burn-up UO2 fuel in recent
tests [7].
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